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By Markus Reiter-Haas (Role: Advanced IR Lecturer)

This document illustrates a potential design description for the advanced IR project based on last year's Hands-on
Lecture: https://www.kaggle.com/code/markusreiterhaas/advanced-information-retrieval-7-transformers4ir

sentence-transformers/all-MiniLM-L6-v2The aim of the lecture is to teach how the Transformer architecture can be used in information
retrieval (IR). It interweaves theoretical grounding through written (Markdown) text with a practical example in code. The code is
structured as a (small) IR project, which fine-tunes pretrained Transformers (i.e., base model: sentence-transformers/all-MiniLM-L6-v2) to
learn a relevance function. 

For the experiment, we use an openly available dataset (BeIR/scidocs from HuggingFace). First, we briefly analyze the dataset with
BERTopic. Then, we implement both a Cross-encoder and Bi-encoder using PyTorch and sBert libraries. After training on the GPU, we
analyze their prediction/ranking performance (e.g., F1, nDCG@k) over several epochs. Finally, we discuss how the two architecture could
be combined and extended for future work.
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SciDocs is a small test
split of an IR benchmark

dataset within the
scientific domain. Hence,
it is very suitable for the
demonstration purposes

of this lecture.

We focus on showcasing
the two distinct

architectures rather than
extensive evaluation.
Hence, we use readily

provided metrics to
minimize the amount of
code required for the

lecture.

Notice that both models use a query-
document pair and map it to score. This is

the typical case, but not always required as
inputs and outputs could differ (e.g.,

negative and positive simultaneously and
predicted order).

For brevity, we
omit the final
evaluation on
the test set.
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